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AI for Science

Wang, Hanchen, et al. "Scientific discovery in the age of artificial 

intelligence." Nature 620.7972 (2023): 47-60. 11/29/2023PNNL-SA-191857
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The Evolving Scientific Community

The doubling rate of papers per month is roughly 23 months.

Krenn, M., Buffoni, L., Coutinho, B., Eppel, S., Foster, J. G., Gritsevskiy, A., ... & Kopp, M. (2023). 

Forecasting the future of artificial intelligence with machine learning-based link prediction in an 

exponentially growing knowledge network. Nature Machine Intelligence, 1-10.
11/29/2023PNNL-SA-191857
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The Evolving Scientific Community
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Horawalavithana, Sameera, et al. "Anticipating Technical Expertise and Capability Evolution in Research Communities using Dynamic Graph 

Transformers." arXiv preprint arXiv:2307.09665 (2023).
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Multimodal Scientific Data for AI Models
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Multimodal Scientific Data with Vector Databases

AI-ready vector databases provide the scalable vector 
storage and retrieval essential for developing and 
deploying massive foundation models that rely on 
vector representations of data.
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ATLANTIC: 
Structure-Aware 
LLMs for 
Interdisciplinary 
Science

Developing LLMs to reason across 
multiple scientific disciplines

11/29/2023PNNL-SA-191857
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Cross-Disciplinarity Scientific Reasoning

investigating novel materials that can absorb and convert sunlight into electricity at higher efficiencies

Develop an integrated strategy to improve solar technology, drive down costs, model environmental benefits, and ensure 

inclusive deployment of solar energy across societies.

synthesizing and testing different compounds to find ones optimal for photon absorption.

designing nanoscale architectures for solar cells to minimize electron-hole recombination losses.

modeling how increased adoption of solar energy could reduce greenhouse gas emissions from electricity production over time. 

analyzing solar policies and incentives to understand how to further drive down costs and encourage widespread adoption. 

studying how solar energy can be equitably distributed so all communities have access to clean electricity.

Physicist

Chemist

Engineer

Climate Scientist

Economist

Sociologist
11/29/2023PNNL-SA-191857
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Cross-Document Scientific Reasoning

Fast breeder reactors constitute the second 

stage of India's three-stage nuclear energy 

programme, for effective utilization of the 

country's limited reserves of natural uranium and 

exploitation of its large reserves of thorium. The 

Reactor Research Centre (renamed Indira 

Gandhi Centre for Atomic Research in 1985) 

was established at Kalpakkam, 80 km south of 

Madras (now Chennai), in 1971, with the mission 

to develop the technology of sodium cooled fast 

reactors. 

At the heart of the Reactor Research Centre 

was proposed a sodium cooled test reactor, 

named Fast Breeder Test Reactor, which 

would serve as a test bed for irradiation of 

fuels and materials and provide experience in 

large scale sodium handling and reactor 

operation. An agreement was signed with CEA 

(France) for transfer of the design of the 

Rapsodie reactor, training of personnel in 

Rapsodie and transfer of manufacturing 

technology of critical components. 

Similar Topic

Fast Breeder Reactor

Which country collaborated in the development of Fast Breeder 

Test reactor at the Indira Gandhi Center for Atomic Research?

France

The Reactor Research Centre is 

renamed to Indira Gandhi Center for 

Atomic Research

The Reactor Research Centre 

developed Fast Breeder Reactor

Fast Breeder Reactor is based on 

Rapsodie Reactor

Rapsodie Reactor is deployed at 

The French Alternative Energies 

and Atomic Energy Commission or 

CEA

CEA is in France

Automated Reasoning Steps

Uranium oxide (UO2) is important from the technological point of view as

a nuclear fuel. It has also been a challenging material for electronic 

structure calculations. On the one hand, being a nuclear fuel, 

understanding of thermal properties such as specific heat, thermal 

expansion and thermal conductivity in terms of structure at the 

atomistic/electronic scale is of great interest. On the other hand, 

complexity of the electronic structure makes material description very 

challenging. In the context of calculating material properties from the first 

principles, UO2 has proven to be a non-trivial material. Conventional 

density functional theory (DFT) with local density approximation (LDA) 

and/or generalized gradient approximation (GGA), which has been quite 

successful in predicting the ground state structure and properties of a 

wide range of materials, has failed to give the proper description of UO2.

What is the name of the nuclear fuel 

used in the reactor?

Uranium Oxide (UO2)

Intra-Document Reasoning

Cross-Documents Reasoning
11/29/2023PNNL-SA-191857
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Interdisciplinary Scientific Datasets
Content (Text) Representations
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Interdisciplinary Scientific Datasets
Content (Text) + Context (Graph) Representations

Computer ScienceBiology Chemistry EngineeringPhysics

Environmental 

Science
Medicine Economics GeographyMathematics

ArtHistory
Material 

Science
BusinessGeology
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AI-Ready Vector Databases

Citation

Topic

Author

Institution

Funding 

Agency

Context

11/29/2023PNNL-SA-191857



13

ATLANTIC Model Architecture 

Language 

Encoder

X = French scientists working on ___ reactor.   Y = Sodium

P (Y | X)

X = French scientists working on ___ reactor.   Y = Sodium

Z = European Sodium Fast Reactor Safety Measures Assessment and Research 

Tools launched in September 2017 aims to enhance the safety of Generation-IV 

Sodium Fast Reactors (SFR)

Knowledge 

Augmented 

Decoder

Few Shot 

Learning

+ 

Prompting France

Which country 

collaborated in 

the 

development of 

Fast Breeder 

Test reactor at 

IGCAR?

Learning to Reason with Evidence.

Neural 

Knowledge 

Retriever

Learning to retrieve right knowledge

P (Z | X)

Domain 

adaptation in a 

plug-and-play 

manner 

Knowledge 

Augmented 

Encoder

P (Y | X) = σ𝑧P (Y | X, Z). P (Z | X) 

P (Y | X, Z)

11/29/2023PNNL-SA-191857
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ATLANTIC Model Performance
Scientific Evidence Generation

How useful are the evidences generated from structural aware LLMs to justify 
model predictions in science tasks? 

Structure aware LLMs retrieve relevant 

passages to justify model predictions 

better than text-only models 

The query relevance metric calculates the semantic similarity of the extracted passages with the input 

query via their embeddings. Similarity scores are obtained via the dot product of the embeddings. 

Intra-disciplinary Scientific Reasoning 

(Document Classification)

11/29/2023PNNL-SA-191857
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ATLANTIC Model Performance
Scientific Evidence Generation

How useful are the evidences generated from structural aware LLMs to justify 
model predictions in science tasks? 

Structure aware LLMs retrieve relevant 

passages to justify model predictions 

better than text-only models 

Inter-disciplinary Scientific Reasoning

(Science Question and Answering)

11/29/2023
The query relevance metric calculates the semantic similarity of the extracted passages with the input 

query via their embeddings. Similarity scores are obtained via the dot product of the embeddings. PNNL-SA-191857
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ATLANTIC Model Performance
Faithfulness (Accuracy + Evidence Generation)

Does retrieving structural knowledge help to improve the overall model 
performance? 

Faithfulness score is a measure combining generation accuracy and relevance score of the retrieved passages. 

T5, ATLAS, and ATLAS-Science are baseline models trained only with textual knowledge. 

T5 does not generate evidence such that the faithfulness score is zero.

Intra-disciplinary Scientific Reasoning 

(Document Classification)

Inter-disciplinary Scientific Reasoning

(Science Question and Answering)

11/29/2023

Yes

PNNL-SA-191857
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ATLANTIC Model Demo
Human-AI Teaming

EXPERT 2.0 Human-AI Scientific Reasoning Engine https://github.com/pnnl/EXPERT2

11/29/2023PNNL-SA-191857

https://github.com/pnnl/EXPERT2
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ATLANTIC Model Demo
Human-AI Teaming

EXPERT 2.0 Human-AI Scientific Reasoning Engine https://github.com/pnnl/EXPERT2

11/29/2023PNNL-SA-191857
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SciTune: Multimodal 
Agents for Scientific 
Reasoning

“A llama in a science lab coat”

Developing multimodal agents to 
reason across multiple scientific 

disciplines

11/29/2023PNNL-SA-191857
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Scientific Multimodal Reasoning

Physics Example Science and Eng. Practices Example

11/29/2023PNNL-SA-191857
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Interdisciplinary Scientific Datasets
Multimodal Content (Text + Images) Representations

Computer ScienceBiology Chemistry EngineeringPhysics

Environmental 

Science
Medicine Economics GeographyMathematics

ArtHistory
Material 

Science
BusinessGeology
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AI-Ready Vector Databases
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SciTune Multistage Concept and Task Alignment

Which human-generated scientific data modalities 

support to align LLMs with scientific concepts?

How to generate visual 

instructions?

How to learn scientific 

image representations?

How to make an LLM that can see and reason in the 

scientific multimodal world? 

How to evaluate the 

scientific multimodal 

reasoning?

How to perform 

scientific multimodal 

reasoning with visual 

grounded QA and 

text-driven 

explanations?

How to chain vision 

experts with LLMs?

11/29/2023
PNNL-SA-191857
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SciTune Multimodal Token Generation

SciTune Multimodal Instruction Examples. We distinguish the system message sD, natural 

language instruction sI, scientific figure type st, caption sc, OCR so and paragraph mentions sm. 

11/29/2023PNNL-SA-191857
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SciTune Performance
Scientific Image Captioning

Testing the Scientific Concept Alignment Stage Pretraining

11/29/2023PNNL-SA-191857
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SciTune Performance
Scientific Image Captioning

11/29/2023PNNL-SA-191857
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SciTune Performance
ScienceQA Multimodal Reasoning

ScienceQA is the SOTA Science-Focused Multimodal Reasoning Benchmark 

3 subject areas, 26 topics, 127 categories, and 379 skills 

11/29/2023PNNL-SA-191857
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SciTune Performance
Natural Sciences - Physics

11/29/2023PNNL-SA-191857
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SciTune Performance
Natural Sciences – Science and Eng. Practices

11/29/2023PNNL-SA-191857
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SciTune Performance 
ScienceQA Performance (Accuracy)

LLaMA-SciTune (13B) model 

outperforms the human performance 

on average.

LLaMA-SciTune models pretrained 

with additional scientific modalities 

such as caption, figure type, OCR, 

and figure mentions perform better 

than the model pretrained only with 

captions. 

There is a significant performance 

advantage of the models trained with 

larger language decoder model (13B) 

compared to the relatively smaller 

model (7B).

11/29/2023PNNL-SA-191857
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SciTune Performance 
ScienceQA Performance (Evidence)

Did the model accurately explain the reasoning that supports the answer? 

The model generates the solution text with 

higher accuracy than the lecture text. 

The model generates the answer more 

accurately when it acquires the relevant 

background knowledge during training

11/29/2023PNNL-SA-191857
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Key Takeaways

Synthesize Adoption Scalability Accessibility

Synthesis of 

knowledge from 

diverse scientific 

disciplines

Rapidly adapt to 

new tasks with 

minimal labeled 

data

Learning complex 

concepts spanning 

disciplinary boundaries 

from massive datasets. 

Higher level analysis, 

hypothesis development and 

knowledge integration 

across disciplines

Advancing Interdisciplinary Science with Foundation Models

11/29/2023PNNL-SA-191857
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Foundation Models for Science Papers

• Munikoti, S., Acharya, A., Wagle, S., Horawalavithana, S., ATLANTIC: Structure-Aware Retrieval-Augmented 
Language Model for Interdisciplinary Science (preprint available upon request)

• Acharya, A., Munikoti, S., Hellinger, A., Smith, S., Wagle, S., Horawalavithana, S., NuclearQA: A Human-Made 
Benchmark for Language Models for the Nuclear Domain (2023) arXiv Preprint arXiv:2310. 10920.

• Munikoti, S., Acharya, A., Wagle, S., Horawalavithana, S., Evaluating the Effectiveness of Retrieval-Augmented 
Large Language Models in Scientific Document Reasoning (preprint available upon request)

• Wagle, S., Munikoti, S., Acharya, A., Horawalavithana, S., Empirical evaluation of uncertainty quantification in 
retrieval-augmented language models for science (preprint available upon request)

• Horawalavithana, S., Munikoti, S., Stewart, I., & Kvinge, H. (2023). SCITUNE: Aligning Large Language Models 
with Scientific Multimodal Instructions. arXiv preprint arXiv:2307.01139.

• Dollar, O. W., Horawalavithana, S., Vasquez, S., Pfaendtner, W. J., & Volkova, S. (2022). MolJET: Multimodal 
Joint Embedding Transformer for Conditional de novo Molecular Design and Multi-Property Optimization. 
https://openreview.net/pdf?id=7UudBVsIrr

• Horawalavithana, S., Ayton, E., Sharma, S., Howland, S., Subramanian, M., Vasquez, S., ... & Volkova, S. (2022, 
May). Foundation models of scientific knowledge for chemistry: Opportunities, challenges and lessons 
learned. In Proceedings of BigScience Episode# 5--Workshop on Challenges & Perspectives in Creating Large 
Language Models (pp. 160-172).

11/29/2023PNNL-SA-191857
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